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in your phone device?

I want to come Next 
Monday

I'm sorry, there are no 
appointments available on 

Tuesday 18th October
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Dialog Breakdown Detection Challenge (DBDC) 
Dataset

• Small dataset (615 dialogs)

• Manually annotated

• Open domain dialogs

• Textual utterances



Proposed dataset: BETOLD

• Small dataset (615 dialogs)

• Manually annotated

• Open domain dialogs

• Textual utterances

DBDC

• Large dataset (13k dialogs)

• Automatically annotated

• Task-oriented Dialogs

• NLG and NLU intents and entities for privacy 
preservation

BETOLD



BETOLD Dataset Creation

• 4 types of call endings:
• Successful calls

• Agent-initiated forwarded calls

• User-initiated forwarded calls

• User-initiated hang-ups
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• 4 types of call endings:
• Successful calls

• Agent-initiated forwarded calls

• User-initiated forwarded calls

• User-initiated hang-ups

no way to prevent the caller
from hanging up in the initial turns

BETOLD Dataset Creation
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BETOLD Dataset Statistics

Labels
LUHF 4508

not LUHF 9016

Turns

min 8

avg 10

max 34

• We consider the LUHFs (with more than 8 turns) out of about 35k 
conversations

• We sample from the successful conversations to obtain the not LUHFs



Example of a conversation
Phone Repairing Booking Agent

Can I book your service appointment under the 
phone number ending in <2385>?

Yeah, that's correct

What is the brand, model and year of your phone 
device?

It's a <phonepink> why 100 <2022>

What is the model of your phone device?

It is <Y100>

What is the battery health percentage of your 
phone device?

<zero>

Great, what is your name?

My name's <John>

The user may release 
sensitive information, such 
as the name and phone 
number
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Can we predict a LUHF with only 
NLU and NLG annotations?



Proposed Model Architecture



Proposed Model Architecture

Caller

Intent

Entities



Baseline: Text-only Model

Natural 
text



Experimental Setting

• Models:
• Text-only baseline

• Entities only

• Intents only

• IEC (Entities+Intents+Callers)

• Grid search to determine the optimal hyperparameters



Classification Results
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Generalization capabilities

• LUHF annotation on BETOLD applies to the overall call (not applied to 
each step of the conversation)

• Can the model predict if a breakdown happened at each step of a 
conversation?



Sample conversation

Probability to 
predict a LUHF for 
the overall call



Sample conversation – how to generalize

We can split iteratively the conversation 
in steps – until step n
(with n=1, …, length of the conversation)
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(with n=1, …, length of the conversation)

And then predict the 
probability of a LUHF given 
the conversation until step n
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Qualitative Analysis



Qualitative Analysis

the LUHF probability 
often decreases after a

user input



Qualitative Analysis

I'm sorry there isn't an opening 
<tomorrow>. Our closest available 
appointment is <on Wednesday 
15th>, for <dropoff>. Will that 
work for you?



Conclusions

• Simple way to automatically generate a breakdown detection dataset

• Released an NLG/NLU-annotated dataset 
BETOLD: github.com/telepathylabsai/BETOLD_dataset

• Proposed an attention-based classifier trained on 
BETOLD: github.com/telepathylabsai/dialog_breakdown_detection

• NLU and NLG annotations are useful for the prediction of a 
breakdown while preserving the privacy of the data

https://github.com/telepathylabsai/BETOLD_dataset
https://github.com/telepathylabsai/dialog_breakdown_detection


Thank you for your attention :)
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